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The CXI instrument at LCLS delivers more than 1012 photons !
into a 1 µm or 0.1 µm focal spot at 4-9 keV X-ray energy 

old photo. now this space is chockablock with pump laser stuff, the nanofocus chamber etc.
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Nanocrystals delivered 
in serial manner (in 
random orientations)
in diffract-and-destroy 
regime

One diffraction pattern  
per crystal per X-ray pulse

Femtosecond
X-ray pulses

Serial femtosecond crystallography 
(SFX)

120 Hz

Viscous or

micron jet, 
micron beam



SFX experiments at LCLS pose some unique challenges

1. X-ray source!
!
2. Sample delivery!
!
3. Detector!
!
4. Data handling
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CSPAD

SFX data analysis pipeline
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Cheetah
1. Hit finding (data reduction)
2. Background estimation, removal
3. Clean diff. pattern & meta data Æ

HDF5
4. Statistics & prelim. analysis

CrystFEL
1. Indexing
2. Integration
3. Merging
4. Post refinement
5. Indexing ambiguity removal

CCP4, 
Phenix et al.
Phasing, building,  
refinement, 
validation

DAQ: XTC files, 
containing X-ray 

pulse parameters, 
diagnostics, motor 

positions, ..
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Why new software? 
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• New type of data 
• Large amount of data
• New, complicated detectors

LCLS fires at 120 Hz
CSPAD detector at CXI, LCLS: 2.3 x 106 pixels, 16 bit
4.6 MB / frame  =  2 TB / hour
ÆUp to ~ 120 TB  from a single experiment (5 

shifts) from one detector

European  XFEL  will  run  at  27,000  Hz…



You will soon drown in data

5 x 12-hour shifts!
26 million images!

 110 TB per detector

Server 1

Server 2

Server 3

Server 4

Server 5

Online!
analysis

Fast Feeback  
buffer

Mass storage  
(XTC format)

...

...

...

...

[psexport01:barty]cxi/cxi52212/xtc> ls -alh *0155*!
-r--r-----+ 1 psdatmgr ps-data 92G Oct 23 11:06 e182-r0155-s02-c00.xtc!
-r--r-----+ 1 psdatmgr ps-data 20G Oct 23 11:22 e182-r0155-s02-c01.xtc!
-r--r-----+ 1 psdatmgr ps-data 92G Oct 23 11:06 e182-r0155-s03-c00.xtc!
-r--r-----+ 1 psdatmgr ps-data 20G Oct 23 11:21 e182-r0155-s03-c01.xtc!
-r--r-----+ 1 psdatmgr ps-data 93G Oct 23 11:06 e182-r0155-s04-c00.xtc!
-r--r-----+ 1 psdatmgr ps-data 20G Oct 23 11:22 e182-r0155-s04-c01.xtc!
-r--r-----+ 1 psdatmgr ps-data 93G Oct 23 11:06 e182-r0155-s05-c00.xtc!
-r--r-----+ 1 psdatmgr ps-data 20G Oct 23 11:21 e182-r0155-s05-c01.xtc!
-r--r-----+ 1 psdatmgr ps-data 92G Oct 23 11:06 e182-r0155-s06-c00.xtc!
-r--r-----+ 1 psdatmgr ps-data 20G Oct 23 11:21 e182-r0155-s06-c01.xtc

120 frames per second!
432,000 frames per hour!
5 million frames per shift

Each cspad detector contains:  2,334,208 pixels!
4.5 MB per frame!

534 MB/sec !
1.8 TB/hr

!
Where is my data ?!
WTF is an XTC ?!

How do I take 100 TB home ?!
How do I read an XTC anyway ?!

What now ?!



Data processing is an exercise in massive data reduction

Detector Storage Offline reduction Analysis

> 4,000,000 frames

Store all data!
(no corrections)

120 Hz!
4 MB/event!
1.8 TB/hr

~ 400,000 hits

Retain only ‘hits’!
(detector corrected)

~ 300,000 indexed

Automated high volume image processing is essential!
(eg: background correction, weeding useful data from useless data) 

Index and !
integrate

~ 10,000 hits ~ 8,000 indexed



Step1: Organise your data!
A shared spreadsheet is ideal for remembering what is in each run

blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah 



Cheetah is used for data reduction, rapid data evaluation, and 
translation

1. ‘Control panel’ interface to data and!
! LCLS analysis cluster!
!
2. Rapid feedback!
! Hit rate, resolution, diffraction quality!
! Quickly viewing images!
!
3. Data reduction!
! Keeps only useful events crystals!
! (ie: frames with crystal diffraction)!
!
4. Data translation!
! XTC data is converted to a facility!
! independent format (HDF5)!
!
5. Data organisation!
! Summarises what is in each run;!
! easy to group data by sample;!
! summarises statistics



Cheetah functionality: XTC monitor

Newly collected data (new runs) 
appear automatically ready to 
process

Status of data collection



Cheetah functionality: Processing control

One-click to start the processing of 
data sets



Cheetah functionality: Processing status monitor

Status of processing is continually !
updated

Contents of each run and 
associated data directory



Cheetah functionality: Run summaries

Virtual powder pattern



Cheetah functionality: Hit rates

Hit rate



Cheetah functionality: Resolution

Resolution

Circle containing 80% of found peaks



Cheetah functionality: Detector saturation check

Saturation check

+ support for dual gain mode
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Cheetah: useful diagnostic tool
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Spectral stackRadial stacks
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Saturation plots

Figures from Anton 
Barty, Tom Grant



Cheetah functionality: Data inspection

Individual diffraction patterns



Cheetah functionality: Data viewer for checking peak finding



It is all boils down to quick but accurate (enough) peak finding

“Hitfinder 8”!
!
1. Calculate radial SNR and offset!
!
2. thresh(r) = offset + s*sigma 

thresh(r) >= minADC!
!
3. Peak = more than npix connected 

pixels above thresh(r)!
!
4. Require more than n peaks!
!
Critical inputs:!
! SNR!
! npix!
! minADC!
! rmin, rmax

!
There is no substitute for!

manually verifying peak finding!
...but OnDA (V. Mariani, CFEL) enables you to finetune peak picking interactively: 

https://stash.desy.de/projects/ONDA/repos/onda/browse



The full cspad detector consists of many tiles of smaller detectors

Full detector Quadrant 2x1

• Each ASIC is a separate detector!
!
• Each quadrant can move independently!
!
Detector geometry is very important 
(and not a trivial problem) 



There is no need to assemble one geometrically correct image; !
each module is a collection of pixels placed somewhere in space

Data layout Physical layout

Geometry is specified in a pixel map:!
HDF5 file with (x,y,z) coordinate of each pixel in experiment space!
as seen when looking downstream (ie: looking at image projected onto front of detector)



There is no need to assemble one geometrically correct image; !
each module is a collection of pixels placed somewhere in space

Data layout in data file Physical layout

Geometry is specified in a pixel map:!
HDF5 file with (x,y,z) coordinate of each pixel in experiment space!
as seen when looking downstream (ie: looking at image projected onto front of detector)



Detector geometry is accurately determined by comparing observed 
and predicted peak locations

Fast scan error Slow scan error



Detector geometry is accurately determined by comparing observed 
and predicted peak locations

Error before refinement Error after refinement

!
Basic recipe is as follows!

1. Optical metrology!
2. Powder pattern alignment!
3. Refinement using indexing!



Detectors are not disposable, but unfortunately they are easily 
damaged during the course of an experiment





Sum of all frames is dominated by water ring background

LCLS pulses: 2,292,468!
!
Acquisition time: 5 hr 18 min!
!
Photon energy: 9.4 keV !
!
Up to 5.2x108 ADU/pixel



Ice gives rise to strong diffraction peaks on the detector

LCLS pulses: 4,293!
!
Acquisition time:  35 seconds!
!
Photon energy: 9.4 keV !
!
Up to 4.1x107 ADU/pixel



Dead pixels are identified by Cheetah as they accumulate during 
the course of the experiment



Reduced data is output in facility independent HDF5 format



Globus online is an excellent tool for transferring terabyte datasets 
to your home institution

https://www.globus.org



Cheetah can easily be deployed at other facilities

Has been used at:!
! SACLA (.h5)!
! ESRF (.edf)!
! Petra III (.cbf) 

• Output format is always the same!
• CrystFEL does not have to change, and is !
!  free from facility dependencies!
• The only change is in the file reader



Cheetah is modular by design and open for code reuse



Resources can be found on the web

http://www.desy.de/~barty/cheetah/

NSF BioXFEL STC's guide for SFX data analysis at LCLS:   
https://www.bioxfel.org/resources/LCLSdata_overview

"LCLS serial femtosecond crystallography data analysis: 
everything you need to know"



Cheetah is pre-installed at SLAC

/reg/g/cfel/cheetah

> source /reg/g/cfel/cheetah/setup.csh!
> cheetah-gui



The end result is an accurate set of reflection intensities for 
structure determination



A very good summary of cctbx.xfel vs Cheetah + CrystFEL



The LCLS data retention policy retains all data for 3 / 6 months:
Users will want to take their data home

Refining hit finding for a whole 5x12hr beamtime takes time. 
Move your scripts and analysis to /res within 3 months
Move your cheetah/hdf5 output to /ftc within 6 months

July 2015

Friday, July 24, 15
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Worldwide'XFEL'capacity'is'growing'
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LCLS'II,'USA''

2012 ' '2014 ' '2016 ' '2018 ' '2020 ' '2022 ' '2024'

PLS'FEL,'South'Korea'

Euro'XFEL,'Germany'

SwissFEL,'Switzerland''

LCLS,'USA'

SACLA,'Japan'

NGLS,'USA'

•  Wide geographical distribution (Asia, Europe, USA) 

•  In hard x-ray region, by 2025 could see increase from 1 undulator today serving 4 stations serially to 
~ 30-50 serving multiple stations simultaneously (including serial serial crystallography) 

Text
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Synchrotron'' XFEL'

Photon%flux% 1011%–%1013%/%second% 1012%–%1013%/%pulse%(avg)%

Pulse%duraJon% Down%to%100%ps,%generally%longer% 10%–%200%fs%

XXray%wavelengths% 0.5%–%2.0Å%%(5X15%keV)% 1.5%–%6.2%Å%(2X9%keV)%at%

LCLS%

Transverse%(spaJal)%

coherence%

10’s%of%µm% Fully%spaJally%coherent%

Bandwidth% Tunable:%pink%2X3%%bw,%%

0.001%%bw%with%Si%311%mono%

SASE:%0.1%%%bw%

Seeded%beam:%10%6'4'

XXray%focus% ~%25%nm% ~%100%nm%

Serial%femtosecond%crystallography%using%XFELs%

Nadia%Zatsepin%–%La%Trobe%Uni,%March%2015%
6%

Differences'between'3rd'generaLon'synchrotron'and'XFEL'


