




SFX data reduction and 
preprocessing

Not necessarily sexy, but a necessary evil



```



The CXI instrument at LCLS delivers more than 1012 photons 	


into a 1 µm or 0.1 µm focal spot at 4-9 keV X-ray energy 



A liquid jet continuously delivers fresh sample to the X-ray focus 



SFX experiments at LCLS pose some unique challenges

1. X-ray source	


!
2. Sample delivery	


!
3. Detector	


!
4. Data handling



You will soon drown in data

5 x 12-hour shifts	


26 million images	



 110 TB per detector

Server 1

Server 2

Server 3

Server 4

Server 5

Online	


analysis

Fast Feeback  
buffer

Mass storage  
(XTC format)

...

...

...

...

[psexport01:barty]cxi/cxi52212/xtc> ls -alh *0155*	


-r--r-----+ 1 psdatmgr ps-data 92G Oct 23 11:06 e182-r0155-s02-c00.xtc	


-r--r-----+ 1 psdatmgr ps-data 20G Oct 23 11:22 e182-r0155-s02-c01.xtc	


-r--r-----+ 1 psdatmgr ps-data 92G Oct 23 11:06 e182-r0155-s03-c00.xtc	


-r--r-----+ 1 psdatmgr ps-data 20G Oct 23 11:21 e182-r0155-s03-c01.xtc	


-r--r-----+ 1 psdatmgr ps-data 93G Oct 23 11:06 e182-r0155-s04-c00.xtc	


-r--r-----+ 1 psdatmgr ps-data 20G Oct 23 11:22 e182-r0155-s04-c01.xtc	


-r--r-----+ 1 psdatmgr ps-data 93G Oct 23 11:06 e182-r0155-s05-c00.xtc	


-r--r-----+ 1 psdatmgr ps-data 20G Oct 23 11:21 e182-r0155-s05-c01.xtc	


-r--r-----+ 1 psdatmgr ps-data 92G Oct 23 11:06 e182-r0155-s06-c00.xtc	


-r--r-----+ 1 psdatmgr ps-data 20G Oct 23 11:21 e182-r0155-s06-c01.xtc

120 frames per second	


432,000 frames per hour	


5 million frames per shift

Each cspad detector contains:  2,334,208 pixels	


4.5 MB per frame	



534 MB/sec 	


1.8 TB/hr

!
Where is my data ?	


WTF is an XTC ?	



How do I take 100 TB home ?	


How do I read an XTC anyway ?	



What now ?	





Data processing is an exercise in massive data reduction

Detector Storage Offline reduction Analysis

> 4,000,000 frames

Store all data	


(no corrections)

120 Hz	


4 MB/event	


1.8 TB/hr

~ 400,000 hits

Retain only ‘hits’	


(detector corrected)

~ 300,000 indexed

Automated high volume image processing is essential	


(eg: background correction, weeding useful data from useless data) 

Index and 	


integrate

~ 10,000 hits ~ 8,000 indexed



Step1: Organise your data	


A shared spreadsheet is ideal for remembering what is in each run

blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah 



Cheetah is used for data reduction, rapid data evaluation, and 
translation

1. ‘Control panel’ interface to data and	


	

 LCLS analysis cluster	


!
2. Rapid feedback	


	

 Hit rate, resolution, diffraction quality	


	

 Quickly viewing images	


!
3. Data reduction	


	

 Keeps only useful events crystals	


	

 (ie: frames with crystal diffraction)	


!
4. Data translation	


	

 XTC data is converted to a facility	


	

 independent format (HDF5)	


!
5. Data organisation	


	

 Summarises what is in each run;	


	

 easy to group data by sample;	


	

 summarises statistics



Cheetah functionality: XTC monitor

Newly collected data (new runs) 
appear automatically ready to 
process

Status of data collection



Cheetah functionality: Processing control

One-click to start the processing of 
data sets



Cheetah functionality: Processing status monitor

Status of processing is continually 	


updated

Contents of each run and 
associated data directory



Cheetah functionality: Run summaries

Virtual powder pattern



Cheetah functionality: Hit rates

Hit rate



Cheetah functionality: Resolution

Resolution

Circle containing 80% of found peaks



Cheetah functionality: Detector saturation check

Saturation check

+ support for dual gain mode



Other useful outputs

Pump/probe sorting
Full detector histogram

Radial stacks Spectral stack



Cheetah functionality: Data inspection

Individual diffraction patterns



Cheetah functionality: Data viewer for checking peak finding



It is all boils down to quick but accurate (enough) peak finding

“Hitfinder 8”	


!
1. Calculate radial SNR and offset	


!
2. thresh(r) = offset + s*sigma 

thresh(r) >= minADC	


!
3. Peak = more than npix connected 

pixels above thresh(r)	


!
4. Require more than n peaks	


!
Critical inputs:	


	

 SNR	


	

 npix	


	

 minADC	


	

 rmin, rmax

!
There is no substitute for	



manually verifying peak finding	





The full cspad detector consists of many tiles of smaller detectors

Full detector Quadrant 2x1

• Each ASIC is a separate detector	


!
• Each quadrant can move independently	


!
Detector geometry is very important 
(and not a trivial problem) 



Hart, P. et al., 2012.  
The CSPAD megapixel x-ray camera at LCLS.  
In SPIE Optical Engineering + Applications. SPIE, pp. 85040C–85040C–11.

Photon sensor (silicon)

Application specific 	


integrated circuit (ASIC)

Interface boards

Mounting frame

Moveable quadrants

Central hole



The insides of a cspad detector
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There is no need to assemble one geometrically correct image; 	


each module is a collection of pixels placed somewhere in space

Data layout Physical layout

Geometry is specified in a pixel map:	


HDF5 file with (x,y,z) coordinate of each pixel in experiment space	


as seen when looking downstream (ie: looking at image projected onto front of detector)



There is no need to assemble one geometrically correct image; 	


each module is a collection of pixels placed somewhere in space

Data layout in data file Physical layout

Geometry is specified in a pixel map:	


HDF5 file with (x,y,z) coordinate of each pixel in experiment space	


as seen when looking downstream (ie: looking at image projected onto front of detector)



Detector geometry is accurately determined by comparing observed 
and predicted peak locations

Fast scan error Slow scan error



Detector geometry is accurately determined by comparing observed 
and predicted peak locations

Error before refinement Error after refinement

!
Basic recipe is as follows	



1. Optical metrology	


2. Powder pattern alignment	


3. Refinement using indexing	





Detectors are not disposable, but unfortunately they are easily 
damaged during the course of an experiment





Sum of all frames is dominated by water ring background

LCLS pulses: 2,292,468	


!
Acquisition time: 5 hr 18 min	


!
Photon energy: 9.4 keV 	


!
Up to 5.2x108 ADU/pixel



Ice gives rise to strong diffraction peaks on the detector

LCLS pulses: 4,293	


!
Acquisition time:  35 seconds	


!
Photon energy: 9.4 keV 	


!
Up to 4.1x107 ADU/pixel



Dead pixels are identified by Cheetah as they accumulate during 
the course of the experiment



Reduced data is output in facility independent HDF5 format



Globus online is an excellent tool for transferring terabyte datasets 
to your home institution

https://www.globus.org



Cheetah can easily be deployed at other facilities

Has been used at:	


	

 SACLA (.h5)	


	

 ESRF (.edf)	


	

 Petra III (.cbf) 

• Output format is always the same	


• CrystFEL does not have to change, and is 	


	

  free from facility dependencies	


• The only change is in the file reader



Cheetah is modular by design and open for code reuse



Resources can be found on the web

http://www.desy.de/~barty/cheetah/



Cheetah is pre-installed at SLAC

/reg/g/cfel/cheetah

> source /reg/g/cfel/cheetah/setup.csh	


> cheetah-gui



The end result is an accurate set of reflection intensities for 
structure determination



A very good summary of cctbx.xfel vs Cheetah + CrystFEL



Hit finding may not be as sexy as indexing, but it is very practical

Detector Storage Offline reduction Analysis

> 4,000,000 frames ~ 400,000 hits ~ 300,000 indexed

Why do it:	


1. Quickly evaluate diffraction quality (including seeing your data)	


2. Select and retain only the useful events (hit finding)	


3. Take home only the useful data for analysis using CrystFEL (or cctbx) 



So long and thanks	


for listening


